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ABSTRACT
Edge computation often requires robustness to faults, e.g., to reduce
the effects of transient errors and to function correctly in high radia-
tion environments. In these cases, the edge device must be designed
with fault tolerance as a primary objective. FKeras is a tool that
helps design fault-tolerant edge neural networks. FKeras provides
metrics that give a bit-level ranking of neural network weights
with respect to their sensitivity to faults. FKeras includes these
sensitivity metrics to guide efficient faulty injection campaigns to
help evaluate the robustness of a neural network architecture. We
show how to use FKeras in the co-design of edge NNs trained on
the high-granularity endcap calorimeter dataset, which represents
high energy physics data, as well as the CIFAR-10 dataset. We use
FKeras to analyze network’s fault tolerance to consider alongside
its accuracy, performance, and resource consumption. The results
show that the different architectures have vastly differing resilience
to faults.

1 INTRODUCTION
Machine learning (ML) is increasingly used in safety-critical applica-
tions, including autonomous vehicles [6, 9, 39], healthcare [2, 3, 38],
and scientific experiments [11, 17, 24]. In these domains, the ML
computation must act reliably in the face of errors. Soft errors are a
common source of unreliability [7, 28], which are difficult to avoid
and often require mitigation. For example, a particle strike can
cause a bit flip in neural network (NN) weights, which can lead to
incorrect results.

Consider the CERN Large Hadron Collider (LHC) CompactMuon
Solenoid (CMS) experiment [12], which runs particle collision ex-
periments that generate data rates of ∼40 TB/s. With such a high
rate, it is infeasible to not only store petabytes of data per minute
but also to determine which data is relevant and worth further in-
vestigation. To reduce data rates, LHC physicists plan to deploy tens
of thousands of encap concentrator (ECON-T) ASICs [18], each run-
ning a neural network (NN) encoder, to compress experimental data
from the high-granularity endcap calorimeter (HGCAL) [16] into a
smaller format for easy filtering in the trigger system. The ECON-T
autoencoder hardware must accept new input data at 40MHz and
complete processing in 50 ns [18]. The core computation of the
ECON-T is a two-layer neural network—a 2D convolution followed

by a dense layer. The NN weights are quantized to 6-bit fixed-point
data with 1 integer bit.

The ECON-Ts operate in a high-radiation environment due to
their close proximity to particle collisions. High radiation causes
transient hardware errors, which can lead to incorrect application
output (silent data corruptions) if the hardware is not designed
robustly. The ECON-Ts filter terabytes per second of data for high-
energy physics studies, and faulty execution is unacceptable. Only
the NN weight parameters are vulnerable to faults because the
activations are not stored in memory for longer than a cycle.

The ECON-T uses triple modular redundancy (TMR) to protect
the NN weights against faults [18]. TMR is effective but incurs a
200% overhead [5, 40]. Many interesting design tradeoffs emerge
when considering fault tolerance: Can one TMR a subset of the
parameters to optimize the NN architecture in another manner?
Which computation and data are the most important to protect
against faults? How does quantization affect the NN’s fault re-
silience? How do different NN architectures compare with respect
to accuracy, performance, and fault tolerance?

FKeras is a tool that allows users to assess the sensitivity of NN
weights to faults.1 FKeras includes fast and efficient metrics that
provide a bit-level sensitivity ranking of the weights. FKeras facili-
tates the addition of fault tolerance into the codesign problem by
allowing the designer to consider how different quantized networks
handle faults. FKeras provides a way to evaluate the fault tolerance
alongside performance, resource usage, and power consumption,
which can result in hardware accelerators that are smaller, more
performant, and more resilient.

The primary goal of FKeras is to facilitate fault analysis with
hls4ml [23]. hls4ml targets edge ML applications with low laten-
cies, high throughput, minimal power budgets, and low resource
usage [24]. FKeras extends the hls4ml workflow to assess the sen-
sitivity of NN weights to faults, perform efficient fault injection
(FI) campaigns, and facilitate design space exploration that consid-
ers fault tolerance alongside accuracy, performance, and resource
usage.

hls4ml designs that target FPGAs must satisfy unique require-
ments compared to other architectures like GPUs and TPUs [29].
First, hls4ml implementations are highly quantized, often using

1https://github.com/KastnerRG/fkeras

https://github.com/KastnerRG/fkeras
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unique arbitrary precision fixed-point data types in each NN op-
eration. Second, hls4ml implementations hold most of their data
on-chip, including inputs, outputs, weights, and internal state. Third,
they often operate in high-radiation or safety-critical environments.
For example, the radiation of the ECON-T in the LHC is approxi-
mately 1000× that of the radiation in space. Thus, understanding
the potential effects of faults is crucial.

hls4ml accelerators are often heavily quantized to meet stringent
performance, power, and area requirements. Quantization reduces
the computational and storage costs and potentially modifies the
sensitivity of computations to faults. QKeras [15] is a tool developed
by Google and the hls4ml community to handle custom hardware
data types in hls4ml. QKeras provides drop-in replacements for
NN operations, e.g., from Dense to QDense. FKeras is modeled af-
ter QKeras, providing similar replacements for NN operators (e.g.,
FQDense). FKeras allows designers to consider fault tolerance in
the context of fixed-point computations.

FKeras includes several bit-level sensitivity metrics, including
most significant bits first, the gradient, and the Hessian. The Hes-
sian (second-order partial derivatives) captures the curvature of a
NN’s loss landscape, providing insight into how the NN will react
to perturbations to the weights. The Hessian has been shown to
capture NN sensitivity and is useful at quickly quantizing a NN to
mixed precision bitwidths [19, 20, 42–44]. FKeras efficiently calcu-
lates the Hessian, which gives a highly competitive ranking in all
our considered networks.

Our findings show that individual bits matter—some bits are
more important than other bits. Within a weight, the importance
tends to be monotonic [13], i.e., a more significant bit is at least as
sensitive as a less significant bit, though there are exceptions. We
can compare the relative effect of the bits across the weights using
the Hessian or gradient.

FKeras can guide FI campaigns to inject faults on the most sen-
sitive parameters first. The sensitivity of the weights is variable;
many do not lead to faulty behaviors. Thus, a campaign should
focus on injecting faults into weights that are the most vulnerable
to faults. We can use the Hessian sensitivity metric to determine
the most sensitive weights and flip those first. ?? shows that the
Hessian sensitivity metric performs substantially better at guiding
the FI towards faulty behaviors than randomly injecting faults as
many FI tools and studies do [21, 32, 36].

We demonstrate the value of FKeras in considering fault anal-
ysis in the design space exploration process for a neural network.
We perform a design space exploration on three different NN ar-
chitectures for the ECON-T autoencoder. We use FKeras to assess
the resilience of these different architectures to faults alongside
accuracy, performance, and resource usage. We also analyze the
resilience of an edge convolutional neural network (CNN) trained
on CIFAR-10 [30] Our results show that different-sized networks
have vastly different levels of fault tolerance, e.g., a smaller, less ac-
curate network has more sensitive bits than a larger, more accurate
network. Additionally, we show that the more significant bits are
typically more sensitive than a less significant bit within a weight
(confirming previous results [13]). This monotonicity generally
holds within the same weight, but also across weights.

FKeras is a tool that helps design fault-tolerant neural networks
in hls4ml. The primary contributions of FKeras are:

• Providing bit-level weight sensitivity metrics.
• Guiding fault injection campaigns to consider the most

sensitive bits first.
The remainder of the paper is organized as follows. Sec. 2 intro-

duces FKeras. Sec. 3 describes the experimental setup and assesses
the fault tolerance of four different networks using FKeras. Sec. 4
concludes the paper.

2 FKERAS
NNs are often over-parameterized, and not all weights are equally
important [26, 27], which indicates that some weights are more sen-
sitive to faults than others. FKeras is a codesign tool for designing
fault-tolerant neural networks in hls4ml. It provides a sensitivity
score that ranks the NN parameters based on their sensitivity to
faults and supports modeling single- and multiple-bit fault injection
campaigns on NN weights. FKeras can use the sensitivity score
to speed up fault injection campaigns by quickly and accurately
identifying the most important NN parameters. FKeras is also valu-
able for NN co-design problems for applications that require fault
tolerance.

2.1 NN Sensitivity Scores
To analyze NN sensitivity, we want to understand how a NN per-
forms under faulty conditions, e.g., bit flips in the weights. Previ-
ously, researchers have used the gradient as a metric to capture a
NN’s resilience to faults [14, 33]. A NN’s gradient with respect to
the parameters is a vector of size 𝑛, defined as

𝜕𝐿

𝜕𝜃
∈ R𝑛 (1)

where 𝐿 is the NN’s loss function and 𝜃 represents the 𝑛 parameters
of the NN. The gradient provides information about the steepness
of the loss function.

The Hessian matrix 𝐻 describes the steepness and curvature,
providing additional insight into the NN behavior. It is an 𝑛×𝑛
matrix of the second-order partial derivatives of the loss 𝐿:

𝐻 =
𝜕2𝐿

𝜕𝜃2
∈ R𝑛×𝑛 (2)

The Hessian captures the local curvature of the loss function, as it
shows the rate at which the gradient changes. The local curvature
of the loss reflects the sensitivity of a NN’s parameters [20, 44].
A steep curvature around a given parameter indicates that it is
highly susceptible to noise. Perturbing this parameter even slightly
will result in significant changes to the loss, implying that the
model will behave worse and lead to incorrect output. Conversely,
a relatively flat curvature around a given parameter indicates that
it is insensitive to noise. Small perturbations to it will result in
minimal changes to the loss, i.e., the model’s behavior remains
about the same. Since the Hessian models parameter sensitivity,
researchers have relied on it to successfully quantize NNs to mixed
precision [10, 20].

Despite how valuable the Hessian is, it is not commonly used be-
cause of the misconception that computing Hessian information for
a large NN is infeasible, given that it requires O(𝑛2) memory [44].
However, extracting theHessian eigenvalues and eigenvectors takes
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O(𝑛) memory in O(𝑛) time using techniques from randomized nu-
merical linear algebra (RandNLA) [4, 22, 35, 41]. The eigenvectors
and eigenvalues capture the relevant Hessian information.

FKeras provides a Hessian-based sensitivity score for each bit
of every NN weight. The sensitivity score provides a quick and
accurate method to assess the fault tolerance of an NN. This allows
us to speed up fault injection campaigns and perform codesign
considering fault-tolerance as a constraint.

FKeras uses the power iteration method to compute the top 𝑘
eigenvalues and eigenvectors of the Hessian in O(𝑛) time, where
𝑛 is the number of parameters [44]. Based on these 𝑘 eigenvalues,
we compute a parameter score:

𝑘∑︁
𝑖=1

𝜆𝑖 (𝑣𝑖 · 𝑝)𝑣𝑖 ∈ R𝑛 (3)

where 𝜆𝑖 is the 𝑖th eigenvalue, 𝑣𝑖 is the 𝑖th eigenvector, and 𝑝 is a
vector representing the model parameters (of which there are 𝑛).
The parameter 𝑖 sensitivity score aims to identify which parameters
contribute most significantly to the Hessian by weighting it by the
eigenvalue along the most sensitive direction (eigenvector).

We sort the parameters’ most significant bits (MSBs) by the
parameter sensitivity score to get a bit-wise ranking. Then, we
do the same for the parameters’ 𝑖th MSB until we reach the least
significant bit (LSB). We sort from MSB to LSB, where we consider
MSBs to be the most sensitive bits because they cause the most
significant perturbation in the weights of the NN when flipped
(based on a twos-complement representation).

FKeras also provides a sensitivity score based on the gradient.
This works in a similar manner as the Hessian, but instead uses the
gradient value from Equation 1 and sorts the bits from MSB to LSB
in a similar manner as the Hessian.

FKeras can compute the Hessian trace in 𝑂 (𝑛) time, where 𝑛
is the number of parameters, using the Hutchinson method [44].
FKeras provides the trace per layer so the user can compare the
layer sensitivity. A higher trace implies that a layer is more sensitive
to faults and other weight perturbations.

2.2 Fault Model
Different environments have different fault rates. For example, at
the LHC, high energy physicists expect a fault to occur in their
NN hardware every 15 seconds whereas in data centers, system
administrators only expect faults to occur at most once per year.
Thus, we want to model these fault rates using a fault model, which
describes how often a bit flip occurs.

A designer can use FKeras to perform experiments on two kinds
of fault models: the single-bit flip model and the multi-bit flip model.
We briefly describe the single-bit flip model in the remainder of this
section. Information on the multi-bit flip model is available in [1].

2.2.1 Single-Bit Flip Model. A common fault model is the single-bit
flip model [25, 32, 34], which represents the case when only one
bit flips at a time. The single-bit flip fault model can be applied to
NN weights, activations, or both. We limit our scope to only the
weights of a NN, as motivated by the spatial dataflow architecture
common to many edge NN hardware implementations.

3 EXPERIMENTAL EVALUATION
This section describes the experimental setup and results.

3.1 Experimental Setup
We demonstrate how FKeras can efficiently analyze a NN’s fault
sensitivity by performing experiments on CIFAR-10 [31] and an
HGCal dataset. CIFAR-10 is a popular image classification dataset.
TheHGCal dataset contains vectors of high-energy particle collision
sensor data. We use FKeras to understand the fault tolerance of four
different models: (1) an edge CNN trained on CIFAR-10, specifically
hls4ml’s submission to the MLPerf Tiny Inference Benchmark [8],
(2) a medium ECON-T NN, (3) a large ECON-T NN, and (4) a small
ECON-T NN.

The three Pareto-optimal ECON-T models (Small, Medium, and
Large) represent tradeoffs between model accuracy and size. All
ECON-T models were trained on the HGCal dataset. We evaluate
model performance using Earth mover’s distance (EMD), a distance
measure between two probability distributions [37]. In our case, the
EMD measures the distance between the encoder’s input energy
readings and the decoder’s outputs, respectively. Lower EMD is
better and an EMD of 0 indicates the autoencoder is lossless. The
three models were found using a Bayesian optimization neural
architecture search.

ECON-T Medium is the model described in the paper by Di
Guglielmo et al [18] - a 2D convolution layer followed by a dense
layer using a 6-bit arbitrary precision fixed point data type. It bal-
ances between accuracy and model complexity. ECON-T Medium
has 2 120 weights (180 for the convolution and 1 940 for the dense
layer) for a total of 12 720 weight bits.

ECON-T Large has the same two-layer structure but larger con-
volution and dense layers. ECON-T Large uses a 5-bit arbitrary
precision fixed point data type in the convolution layer and a 7-bit
arbitrary precision fixed point data type in the dense layer. ECON-T
Large has 800 weights in the convolution layer, 8 192 weights in
the dense layer for 61 344 total weight bits.

ECON-T Small has two dense layers both using an 8-bit arbitrary
precision fixed point data type. It has 1 280 weights and 10 240 total
weight bits. The first dense layer is 64×16 and the second is 16×16.
There are 10 240 total weight bits.

The final benchmark is the hls4ml CIFAR-10 submission to the
MLPerf Tiny Inference benchmark [8]. It uses a two-stack model
with no skip connections (five convolutional layers with 32, 4, 32,
32 and 4 filters, kernel size of 1, 4, 4, 4, and 4, and strides of 1, 1, 1,
4, 1, respectively). It achieves an accuracy of 83.1%.

We used FKeras to perform the single-bit flip fault injection
campaigns. We first generate oracles for the single-bit fault models
by exhaustively performing single-bit flips on the weights and
determining their effect. We create the single-bit flip oracle for
CIFAR-10 by flipping a parameter bit and evaluating the model on
8 313 test images. This is a subset of the 10 000 images provided
by the test dataset. This subset only includes the images that the
CNN correctly classifies under non-faulty conditions. If flipping a
bit causes the model to mispredict an image, we classify that bit
as sensitive. To generate the single-bit flip oracle for the HGCal
dataset, we flip a bit and evaluate the model on 20 000 validation
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Figure 1: A layer-by-layer overview of the three ECON-T
models.

inputs. We classify a bit as sensitive if flipping it causes the model
error to exceed the average non-faulty model error.

3.2 Single Bit Flip Results
3.2.1 ECON-T Medium Model Resilience. We perform the first set
of experiments on the ECON-T Medium Pareto autoencoder. Fig. 2
shows the fault sensitivity of the encoder’s parameter bits. The first
180 weights correspond to the encoder’s convolutional layer, and
the remaining weights correspond to the encoder’s linear layer. The
bit index is the index of the bit that was flipped, where bit 0 is the
sign bit, bit 1 is the integer bit, and bits 2–5 are the fractional bits.
As expected, the sign bit and integer bit create the largest changes
in the magnitude of the parameters, so those bit flips lead to higher
EMDs. The non-faulty model has a non-zero EMD whose value is
1.10. Overall, 63.5% of the bits exceed the baseline EMD.

Not surprisingly, the largest EMD values, corresponding to most
faults, occur when faults are induced on the most significant bits.
The MSB (Bit 0) visually has higher EMD values than the other bits.
The LSB (Bit 5) barely has any visibly discernible change from the
baseline EMD value. This is not surprising, and this monotonicity
has been used previously to guide fault injection campaigns [13].

The first 180 weights correspond to the convolutional layer;
the remaining 1940 weights are for the dense layer. Faults in the
convolutional weights generally lead to more errors than faults in
the dense layer. This is especially visible in the MSB. There are a
lot of weights in the dense layer where a fault does not induce any
additional error, and some in the convolutional layer. The variability
of the EMD across bits of the same significance can vary greatly.

For example, many of the dense layer Bit 0 weights have high EMD,
but many have low EMD.

3.2.2 Sensitivity Metric Comparison. Our next set of experiments
aims to understand how different metrics perform at identifying the
bits most sensitive to single-bit faults.We use four differentmodels—
three different ECON-T autoencoder models and a CIFAR-10 edge
CNN, specifically hls4ml’s submission to the MLPerf Tiny Inference
Benchmark [8]. We compare the abilities of four metrics to rank the
weights: random, MSB to LSB, Hessian, and gradient. Random picks
a bit at random. MSB to LSB selects the most significant bits first,
followed by the second most significant bit, all the way to the least
significant bits. The bits are selected in the weight index provided
by Keras after flattening a layer’s weight matrix, e.g., the ECON-T
Medium NN has the weight ordering shown in Figure 2. Hessian
uses the Hessian-based sensitivity score as computed in Equation 3.
Gradient uses the parameter’s gradient value from Equation 1 and
sorts the bits from MSB to LSB in a similar manner to Hessian (see
Section 2.1).

Next, we consider the relative magnitude of the error and not
just the relative ranking. Fig. 3 shows the results of an experiment
that plots the cumulative error when ranking the sensitivity of the
weight bits. A larger error indicates that flipping that particular
bit increases the error of the overall model. The error measure
depends on the model. The three ECON-T autoencoder NNs use
EMD for error. Recall that EMD is a measure of error where larger
indicates worse autoencoder performance. The CIFAR-10 CNN uses
the number of mispredictions for the error where larger indicates
more error.

Consider first Fig. 3a that plots the cumulative ΔEMD versus the
number of bits flipped for the four metrics and an oracle on the
ECON-T Medium Pareto NN. The oracle is the optimal or best-case
ranking calculated from the brute-force single-fault experiments
(e.g., from Fig. 2 for ECON-T medium). The oracle ranks the bits
with the largest mean ΔEMD first. The cumulative EMD provides
the difference between the faulty model EMD and the EMD of a
model with no faults. The EMD for the non-faulty model is 1.100.
The cumulative ΔEMD for the oracle results quickly approaches the
maximum cumulative ΔEMD of 57.37. Only 63.5% (8 080/12 720) of
the bits are sensitive, i.e., they have a nonzeroΔEMD. The remaining
36.5% do not affect the autoencoder EMD.

The random metric is the worst of the metrics showing that
chance alone provides roughly an equal chance of guessing the bits
that contribute most to the EMD.MSB to LSB performs significantly
better than random. This shows that the bit order matters. The most
significant bit has the lion share of the cumulative ΔEMD (40.91 of
the 57.37). The impact on ΔEMD falls quickly; weights from last
few significant have little effect on the EMD. Hessian and gradient
both perform better. Hessian does perform better at ordering the
MSB weights with Hessian being slightly better as indicated by the
separation between the two lines. In particular, Hessian is more
accurate for the first 2 120 bits (corresponding to the weights of
the most significant bit). The subsequent bits are approximately
equal between Hessian and Gradient. These bits contribute less to
the overall EMD and thus are overall less sensitive.

It is interesting to compare the difference between the random
and oracle on the three ECON-T NNs. ECON-T Small NN (Fig. 3c)
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(a) ECON-T Medium Pareto
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(b) ECON-T Large Pareto
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(c) ECON-T Small Pareto
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Figure 3: The magnitude of the error vs. the number of bits flipped for the four NN models. The three ECON-T models use
cumulative ΔEMD as the error measure and the CIFAR-10 CNN uses the cumulative number of mispredicts. In both cases,
larger indicates more errors. Each model plots five ranking metrics which attempt to order the NN weight bits from those to
contribute most to error to those that contribute little or nothing to the error.

has a much smaller spread due to the fact that the model is smaller
and all of the weights are more sensitive. Conversely, the spread in
the large ECON-T NN (Fig. 3b) is the largest of the three. The large
model has a small percentage of sensitive weights as indicated by

the steep initial slop of the Oracle. In other words, the vast majority
of the weights are insenstive to faults, which is not surprising given
that the model has many more weight bits. The ECON-T large NN
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has 61 344 weight bits compared to ECON-T medium (12 720 weight
bits) and the ECON-T small (10 240 weight bits).

CIFAR-10 is a different classification problem with a different
error measure. Thus, the results are not as easily comparable as
the three ECON-T NNs. Overall, CIFAR-10 is the largest model
with 459 520 weight bits. The fairly steep initial slope of the Oracle
indicates that most of the sensitivity resides in a small number
of bits. However, there is a relatively long tail, e.g., more similar
to ECON-T medium Pareto NN. The relatively large separation
between the Random and Oracle indicates that the bit sensitivity is
not easy to predict. Hessian generally performs best in determining
the most sensitive bits.

ECON-T Small Pareto  
ECON-T Medium Pareto  
ECON-T Large Pareto  

ECON-T Small Pareto  
ECON-T Medium Pareto  
ECON-T Large Pareto  

a

b

Figure 4: Part a) As model size increases, the percentage
of sensitive bits in the model decreases. Part b) As 𝐸𝑀𝐷

increases, the percentage of sensitive bits in the model in-
creases.

Next, we summarize the relationship between model size and
the sensitivity of its weights. Fig. 4 a) plots the number of sensitive
bits versus the total number of bits for the three ECON-T NNs. All
of the bits in the ECON-T Small Pareto model are sensitive. As the
model size increases, the number of sensitive bits decreases. The
ECON-T Large Pareto model has only 6.55% of its bits sensitive to
single-bit faults. Fig. 4 b) show the same three ECON-T models with
respect to the EMD (error) of the non-faulty model. The ECON-T
Large Pareto model has the smallest EMD (0.807), which is expected

given that it is more complex. Reducing the model size increases
the EMD (decreasing its performance).
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Figure 5: Distribution of the sensitive bits related to bit posi-
tion for the three ECON-T NNs.

Fig. 5 breaks out the number of sensitive bits according to their
relative bit position in the weight from the MSB to the LSB. All
models are quantized to a fixed-point representation such that
MSB is a sign bit followed by 1–3 integer bits and some fractional
bits remaining. Note that each model has a different quantization,
with ECON-T Small Pareto having 8-bit weights, ECON-T Medium
Pareto having 6-bit weights, and ECON-T Large Pareto having both
5-bit and 7-bit weights. In the ECON-T Small Pareto NN, all the bits
are sensitive; thus the sensitive bits are equally distributed across all
bit indices. 63.5% of the bits are sensitive in the ECON-T Medium
Pareto NN. The sensitive bits are relatively equally distributed
across each bit index though more reside in the MSB and MSB-1 bit
indices. In the ECON-T Large Pareto NN, only a tiny fraction (6.5%)
of the bits are sensitive. The sensitive bits are clustered in the first
3 MSBs out of (at most) 7 bits.

4 CONCLUSION
We develop FKeras as a tool to assess the fault tolerance of neural
networks within the hls4ml framework. FKeras provides several
bit-level metrics that can quickly identify NN weight bits that are
most sensitive to faults. We use FKeras to study four different NN
models—three Pareto-optimal models for an autoencoder hardware
in the CERN Large Hadron Collider and an edge NN that performs
CIFAR-10 image classification. We show that the sensitivity of the
bits varies greatly across weights and that the Hessian provides a
good weight sensitivity ranking. Additionally, our results indicate
that the sensitivity of different bits within a weight can vary dra-
matically. In the models we studied, the most significant bits are
generally the most sensitive and faults in the least significant bits
generally induce little to no errors in the overall model. FKeras
provided valuable insights for designing fault-tolerant, quantized
hardware models with hls4ml.
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